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Abstract—Transconductors are commonly used as active L A T*’ 4 *
elements in high-frequency (HF) filters, amplifiers, mixers, and Vin |V l mvlvom Vin Vélgmv EVM
oscillators. This paper reviews transconductor design by focusing il - - -
on the V-1 kernel that determines the key transconductor proper- a) b)
ties. Based on bandwidth considerations, simpl¥-1 kernels with 1
few or no internal nodes are preferred. In a systematic way, virtu- +* g + 21t +
ally all simple kernels published in literature are generated. This is Vo |V @ Vout Ziflg,mz v élgmv [:]Z v élgm"
done in two steps: 1) basic 3-terminal transconductors are covered - L= - T ~
and 2) then five different techniques to combine two of them in c) d)

a compositeV-1 kernel. In order to compare transconductors in mix

a fair way, a normalized signal-to-noise ratio (NSNR) is defined. T z= + +—+ [ +
The basicV-1 kernels and the five classes of composité-I kernels g T g vélgmv Vi |v é IV [ ' ﬁR Vou
are then compared, leading to insight in the key mechanisms that - - - -~ R
affect NSNR. Symbolic equations are derived to estimate NSNR, e) f) -

while simulations with more advanced MOSFET models verify
the results. The results show a strong tradeoff between NSNR and

transconductance tuning range. Resistively generated MOSFETS . for fil del | b Gm-R wideband bl .
der the best NSNR results and are robust for future technology integrator for filters or delay elements; b) Gm-R wideband (variable-gain)
ren amplifier; c) Gmi.Cfilter; d) Gyrator; e)LC oscillator with negative resistance;

developments. f) active mixer with Gm and switches.

Index Terms—Figure of merit, Gm-C filter, linearization, noise,

signal to noise ratio, transconductor, transconductor-C filter, tun- )
able filter, V-I converter, variable gain, voltage to current con- [N such cases larger control ranges are wanted, e.g., 1: 3 or even

verter. more then 1:100 [3].

One might wonder why transconductors are ubiquitous at
high frequencies. Perhaps the key reason is simply that a MOS
transistor operating in saturation already behaves very much

RANSCONDUCTORS are ubiquitous as active elemenfie a transconductor up to very high frequencies. Many com-

in high-frequency integrated circuits. They implement gonly used MOS circuit simulation models even do not model
voltage-to-current conversion or transconductance Gm. OftgA upper-frequency limit in the intrinsic conversion from gate-
this transconductance is electronically tunable. Fig. 1 showsurce voltage to drain current (eliminating the gate-drain ca-
some examples of circuits exploiting a transconductor combinggcitance). Only by taking into account gate-resistance effects
with passive components. Examples are well-knd@m-Cfil-  or non quasistatic effects [4], a high-frequency limit is found.
ters [1] and Gm-R variable gain amplifiers [2], but also GM- Apart from good high-frequency behavior, MOS transcon-
LC filters, gyrators, negative resistance networks, controllablg,ctors have some other favorable properties. As will be
delay elements, and active mixers. Actually, in high-frequengyscyssed extensively later in this paper, they can achieve good
circuits, most of the transistors are functionally best considerﬁﬁlearity over a large signal swing. Provided that the noise
as transconductors. is low enough this makes high signal-to-noise ratios (SNR)

In some applications variations of the transconductance Vaﬁb@ssible. Furthermore, a huge range of transconductance values
over process and temperature are acceptable. If this is not ¢3@ pe realized on chip; transconductance values as low as 1 nS
case, compensation for such variations is possible via transcgpy high as 1 S can be implemented, exploiting different aspect
ductance tuning. Practical transconductors typically allow f@gtios W/L and different bias regions of the MOS transistor.
tuning Gm over 10 % to 50%, enough to maintain an accuraifyreover, the matching of transconductance values can be
transfer function over IC production tolerances and temperatygod. If due care is taken, a mismatch well below 1% is achiev-
changes [1]. Furthermore, tuning allows circuits to adapt thglpje as transconductance is determined by well-controlled
transfer to changing environmental conditions (e.g., AGC afschnological parameters like mobility, oxide thickness and
plifier or adaptive filter for a variable communication channel}ansistor dimensions. Thus, transconductors have useful prop-

erties that actually can be exploited at any frequency. However,

Manuscript received March 31, 2003; revised July 14, 2003. This paper wat low frequencies negative feedback circuits with virtually

Fig. 1. Transconductor application examples at high frequencieGnalC
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transconductance is much closer to physical reality, explaini

why “the transconductor rules” in HFcircuits. lj —H:: “lﬂ
Some papers and book chapters review CMOS transce

ductor design (e.g., [3], [5], [6]). Various circuit topologies l l

are usually discussed, classified on a rather ad hoc basis. 1 ] ] - | l — ]

paper aims at @aystematicclassification to coveall simple \‘; élgmv 1y lgmv v élgmv

transconductor implementations, within a set of bounda _ - i
e e e |

conditions. One reason to focus on simple circuits is the

attractive HF behavior, as motivated in Section Il. Moreove . a) + b) c)

we observed in comparative studies that complex circuly+ +" ! V-+' | i-)

only seldom outperform simpler ones, provided thafaa v él M élgmv vi], oy i'l
comparison is made not only based on linearity, but also I’ | r ! v {9 V[T

noise, transconductance and power dissipation. This paper a [__ — v élgmv
to substantiate this claim. To this end, we show in Section | L+ ] L+ ] + | v- L= l

that SNR directly relates to the admittance level, allowing fc v ¢ lgmv v ¢ lng v-—Y ?;9,"\/ o
improving SNR via “admittance level scaling,” at the cost a,47- val- -1

power dissipation. Taking this scalability into account, w i i+ I+

propose a “normalized signal to noise ratio” (NSNR) as a figu! _ d) e)

of merit for transconductor comparison. We will then compare . .
. Fig. 2. VCCS representations of: (a) resistor. (b) nMOS. (c) pMOS. (d) Two
the NSNR of V'rtua”y allv-I kernels that we are aware Of’3-terminal VCCSs can be combined to implement a 4-terminal VCCS with two
generated based on [7]-[9] and partly on [10]. First, simpkeparate voltage and two separate current terminals (biasing not shown). (e)
3-terminal kernels are introduced in Section IV and compar&jmbol of 4-terminal VCCS.
in Section V. Then all five different classes of “compositd
kernels” [9] combining two 3-terminal-1 kernels are discussedand hence, is low ohmic. It can be considered as a simultaneous
in Section VI and compared in Section I. Section VIII presen¥ltage and current terminal of a VCCS, resulting in 3-terminal
conclusions. VCCSs as shown in Fig. 2(b) and (c). Fortunately, as shown in
Fig. 2(d), we can simply connect the low-ohmic terminals of
two 3-terminal VCCSs to implement a 4-terminal VCCS with
two separate voltage and two separate current terminals. The
In this section, we aim to motivate why simple transconductgdy.ohmic node becomes an internal node now. Of course, this
circuits are preferred at high frequencies. To do so, we first dispde must have a well-defined bias. In the well-known differ-
cuss well-known simpl¥/-I kernels, and ways to improve theirgntia| pair, this is often done by adding a bias current source
output impedance. We will then analyze and compare the {€png-tailed pair”) or by grounding the low-ohmic node. Actu-
sulting circuits with respect to high frequency behavior and cogjy, there are more ways of implementing 4-terminal transcon-

Il. WHY SIMPLE HIGH-FREQUENCY TRANSCONDUCTORS

clude that “simple is beautiful.” ductor starting from 3-terminal ones [9], and we will return to
_ . this subject later when we discuss compowitekernels in Sec-
A. Basic V-l Conversion tion V1. For now it suffices to state that it is possible to realize

Starting from the ideal desired functionality in applicationg 4-terminal transconductor starting from 3-terminal transcon-
shown in Fig. 1, we can already arrive at useful insights. First @fictors and we focus on the question how we can make 3-ter-
all, a frequency independent, i.e., widebaWe, conversion is minal transconductors. Output impedance is a relevant issue in
wanted. A resistor provideg-l conversion, but has only two this respect.
terminals, that are simultaneously voltage and current termi- .
nals [see Fig. 2(a)]. Aransconductor should at least have oneB- Increasing Output Impedance
and preferably two current—source terminals, separate from thé\ single MOS transistor has an output resistance which is
voltage control terminals [Fig. 2(b), (c), and (e)]. Clearly, angot always high enough, because of channel length modula-
current-source terminal should deliver a current independenttimn and other second-order effects in short channel transistors.
the voltage applied to that terminal. Acommon source nMOS Bor instance in filter applications, high-output resistance may
pMOS transistor operating in saturation, as shown in Fig. 2(bg required, especially in high filters. Four frequently used
and (c), very much has the properties we are looking for: itechniques to increase the output resistance are shown for a
drain terminal is high ohmic, provided that the channel length-MOSFET in Fig. 3. First, a common gate transistor can be
modulation and other second order effects are small. Moreovadded as shown Fig. 3(a). If this does not bring enough improve-
atleast at low frequencies, it has high inputimpedance and a lovent, an active cascode can be added as in Fig. 3(b). The combi-
reverse transfer function (mainly determined by the gate-souration of M2 with the OPAMP aims to implement a nuflpthat
and drain-gate capacitance, respectively). acts as a voltage follower froW,;,s to the drain of M1, and as a

In contrast to the drain, the source cannot be considered azuarent follower from drain currefy; to I,.. A further possi-
pure current terminal, as its voltage strongly affects the currdbitity involves adding a source degeneration resistance as shown

1HF in this paper refers to high frequencies compared to typidalfy 00. 2The combination of M2 and the OPAMP can also be considered as a current
For practical achievable valuesfaf in CMOS and trends see [11]. conveyor CCII- or an H-stage [14].
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Vad Vdd in Fig. 2(c). Assuming the right half-plane zero due to the
R R gate-drain capacitance is cancelled as discussed above, we find
Vbir——l llm ll"”' fout = - Jm2 . (1 ks jWRCCS) R (2
M, Vin L4+ gmeRel+jw (Cs+ Cye2) oy Sy

-R
Y + M whereC,s, is the gate-source capacitance of M2 @hydhe total
in M, 1 . i _
capacitance from source to ground. The effective transconduc
’ tance becomel/R,., if g.,2 > 1/R.., and the outputimpedance
a) d) approximatelyg,,»r.2 R.. Note that the transfer function has

a pole and deft half-plane zero. The pole can be designed to
Fig. 3. Ways to increase the output resistance. a) Simple cascode. b) “Actiggincel the zero by choosirﬁ@s + CgSQ)/CS = (1 + ngRC)_
3")"%’3ﬁgvghnzg);'i'%yrggi‘ggfgyp'emem'”g anulior. ¢) Source degeneratiopy, ;¢ makes source degeneration more attractive from an excess

phase point of view than the cascoded transconductor topology

in Fig. 3(a).
in Fig. 3(c). Finally a negative resistance, e.g., implemented asxcess phase shift can even be reduced further exploiting
Fig. 1(e), can be added in parallel to the output impedancedgple CMOS inverters [15]. Implemented with N-MOSFETs
shown in Fig. 3(d). Of course, due care must be taken to ensgffly, the basic concept boils down to Fig. 3(d), where a nega-
stability, depending on the application. tive resistance- R increases the output impedance of transcon-

The (active) cascode in Fig. 3(a) and (b) also allows for bituctor M1. In a fully differential filter- R is easily implemented

asing transistor M1 in triode instead of saturation. A so-calleging a transconductor driven by an antiphase signal. The key at-
“active” triode transconductor results if the transconductance@ictiveness of the circuit is that all gates and drains are directly
M1 is exploited [12]. Alternatively, we can exploit the conducconnected to either the input or the output, while the source and
tance of M1, which is referred to as “passive” triode operatidsulk are connected to signal ground. Thus, therenarsignal
[13]. In the latter case, the function of input and bias are e¥arrying nodes except for the inputs and outputs of the transcon-
changed: the gate voltage of M1 is used to control the condugirctors, which are filter nodes with a desired capacitance to
tance of M1, while the input voltage replaces;.s. In effect, ground, in which parasitic capacitance of the MOSFETs can be
the circuit in Fig. 3(a) operates as Fig. 3(c), whBreis equal incorporated. Also, in gyrator-based filters, a balanced imple-

to the drain-source resistance of the triode MOSFET. mentation of a gyrator as shown in Fig. 1(d) eliminates the effect
of gate-drain capacitances, due to the cross coupling [16], [17].
C. High-Frequency Behavior Thus, to first order all frequency dependencies are cancelled,

Let us now analyze the HF behavior of the circuits in Fig. 4nd only second-order effects like gate-resistance and non-quasi

The small signal transconductance of the circuit in Fig. 3(a) c&ffitic behavior, render frequency dependence. At the time of the
be estimated as introduction of this transconductor, a cutoff frequency of 100

MHz was achieved in 2.%sm CMOS technology, an order of
magnitude higher then competing techniques [16]. The same
Yin | Gm2 + oz + o1 (1 + go2B1) +jw (1 + oz R1) Cin te_chn_iques can _also be useq in current-mode fiFt_eRscent ap-

(1) plications exploit long transistors to achieve a high dc-gain and
where index 1 and 2 refer to transistor M1 and M2, Gm is th&ry good matching, enabling applications in image reject IF
transconductance, the output conductanc®, the load resis- filters, e.g., for Bluetooth [18].
tance and’;,,; the capacitance of the “internal” node to ground Looking back on this section, we conclude that very simple
(= Cab1 + Caa1 + Cgs2 + Csp2). In order to achieve the de- circuits, with no or very few internal nodes are preferred for high
sired transfer functiom,,.1, g..> should be much higher thenfrequencies. Therefore, the focus in the rest of the paper will be
go1(1 + go2R1), as typically is the case if M1 and M2 operatedn simple transconductors kernels.
in saturation. If M1 operates in triode, this is difficult to achieve
without an auxiliary amplifier, ag,; in triode is typically in  1ll. ADMITTANCE LEVEL SCALING AND NORMALIZED SNR

the same order of magnitude as. for the same dc current. The information processing capacity of circuits is strongly re-

The I_<ey pole is located approxme}tely_mg/qm, which is lated to their SNR. Therefore we want to analyze the achievable
a serious problem for HF filter applications, where small para;

sitic phase shifts already limit the achievable quality factor : NR of transconductor circuits, and define a figure of merit for

a filter seriously [1]. Adding an auxiliary amplifier introduces is purpose. The maximum signal is normally limited by dis-
! lously 11]. 1ing uxriary ampiner | UC€Sortion considerations, but there are many ways to express dis-
further excess phase shift and stability problems. Moreover,

pacitance’,q; introduces a right half-plane zero rendering ag_slrnon (see [20] f_or _a_good overv_lew). In the following, we will
o & : . discuss the possibilities and motivate why we propose to use 1%
ditional excess phase shift. This zero can be cancelled by me

. . . b Ifd order intermodulation distortion as a criterion for linear
of cross-coupling capacitances, sometimes referred to as ”S%‘nm swing. Then the noise level will be discussed to show
ative capacitors” or “neutrodynization capacitors.”

) Another simple option tf) aCh'eve hlgher output impedancesyqg; fiters published as “current-mode filters” are actually identical to
is by “source degeneration” via resistanég, as shown voltage-mode filters, except for the input and output coupling stages [19].

io_ut _ (gml - jwcgdl) (ng + 902)
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that it can be reduced by “admittance level scaling” at the cost
of power consumption. Finally, a “normalized signal to noise
ratio” (NSNR) will be defined as a figure of merit to compare
transconductors in a fair way.

A. Input Swing and Nonlinearity

Transconductor nonlinearity introduces unwanted frequency
components and changes the transconductance at very I@rig.e‘ll
signal swing, and thus limits the useful input swing. In
the weakly nonlinear region of a transconductor circuit, a

Admittance level scaling with a facter

) . V V;
third-order Taylor series can usually adequately model the 20 o
dominant distortion mechanisms in a wide-frequency band R C R c

. Vout L T u
Iout (‘/inO + ‘/m) - IoutO(‘/inO) ~ gl‘/in + 92‘/in + 93‘/in (3)
where the index O refers to bias values, gadg., andgs are [W/’- [W/L
the Taylor coefficients proportional to the first-, second-, and Vin % Vin Vs
s

third—order derivative of,.:(Vi,). Nonlinearity is quantified in
many different ways, e.g., via second- and third-order harmonic
distortion HD2 and HD3, intermodulation distortion IM2 and:_ig. 5 _Admittance level scaling with a factar is equivalent to puttinge
IM3, intercept points 1IP2 and IP3, intermodulation free dyS"cuts in parallel.
namic range and compression point. Fortunately, these quanti-

ties are related in a simple way in the weakly nonlinear region Summarizing, we propose to use 1% IM3 to define the linear
[20], e.g.IM3 = 3xHD3. For comparing stand-alone transconi.nput swing, as it has a finite meaningful value for any circuit
ductors it is to some extent immaterial which quantity we usand can be measured easily. On the other hand, it is related in
but not from an application point of view. For narrowband ag Straightforward way to other well-known quantities to define
plications like bandpass filters for radio receivers, it is useleB§nlinearity.

to characterize harmonic distortion, as distortion products fall

out-of-band. The same holds for even order intermodulation dB- SNR and Admittance Level Scaling

tortion products. Moreover, itis common practice to reduce evenwhere distortion limits the SNR at the upper side, noise is
order distortion products by balancing techniques, making thehe limitation at the low side. For HF transconductors, white
of less concern. Considering the above, we decided to use thermal noise is the main source of noise, and it is convenient
third order intermodulation distortion as the key quality criteto relate the noise current to transconductaggevia a noise

rion to compare transconductors. We propose tol1#%elM3 excess factor (NEF), where

to define the linear input swingrhis value is high enough to

be measured relatively easy, with widely available equipment. Tii,out =4-k-T-NEF-g,, - -Af. (5)
Moreover, itis low enough to still reside in the weakly nonlinear

region in most practical cases, allowing for easy translation be-A transconductor exploiting a resistor to implement

tween various third-order distortion quantities to IM3. Applyingm = 1/R, compined With an ideal current conveyor has
two sine wave signals with equal amplitullig to the input of NEF = 1. According to simple theory, a MOSFET in strong
a transconductor, IM3 can be expressed as follows [20];  inversion and saturation ha&EF = 2/3 (in practice closer to

3/2) and a bipolar transistor and MOSFET in weak inversion
hasNEF = 1/2. Thus, we see that the “admittance level” of
a circuit strongly determines the noise level. Actually, we can
tune the thermal noise level by means of “admittance level
Thus, IM3 scales with the square B, in the weakly non- scaling,” sometimes also referred to as W-scaling of impedance
linear region. Extrapolation to 100% IM3 renders the “input rescaling. Fig. 4 shows how this is done for transistors, resistors
ferred third-order intercept point” (1IP3). This simple relatiorand capacitors in an IC layout, for scaling factorDoing so,
allows for easy translation from |IP3 data to linear input swinthe ratio between admittances is unchanged and as a direct
at 1% IM3: subtract 20 dB from IIP3. Similar reasoning revealgsult also bias voltages, signal voltages, transfer function,
that the 1-dB compression point resides roughly 10-dB beldvandwidth and distortion dnot change. Intuitively this is per-
[IP3[20], i.e., 10-dB above the linear input swing. Other tran$raps most easily understood as illustrated in Fig. 5: admittance
lations are also straightforward, e.g., the linear input swing lavel scaling is equivalent to putting identical circuits in
IM3 = 1% is /3 times smaller than foHD3 = 1%. Finally, parallel. As all equivalent subcircuit nodes have equal bias and
the linear input swing can be estimated easily fromgh€éVi,) signal voltages, the horizontal wires do not carry any current
curve. With only a linear and third-order term, a parabolic cunand hence the subcircuits do not affect each other. Of course,
results, where 1% IM3 roughly corresponds to 4% changgin the total bias current and signal current increases with a factor
compared td/;, = 0. n, due to the increased admittances.

393

IM3 =
491

V2. 4)

1
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c TABLE | linearly with power, assuming admittance level scaling. Further-
e e oo oot v ! more, assuming white noise and X8ASNR Scales nversely
AND POWER DISSIPATION Py:. proportional with bandwidth BW. For distortion the relationisin
general more complex. However, if we characterize a transcon-
Toranch Viode ductor in the weakly nonlinear region, IM3 increases with the
S 1’ %1 square of the input voltage (4), i.e., linearly with powerAs
- a result SNR scales linearly with the IM3 requirement, i.e., if
N X1 +n higher IM3 is tolerated, then SNR can be higher.
SNR Xn Xn Due to these direct proportionalities, we can now derive
Pais X a simple relation between the NSNR and the actual SNR,
IM3, bandwidth BW, and power dissipatidty;; of a specific

transconductor. In dB it is

For stochastic effects, the story is different, as the parallel cir- IM3y BW Py
cuit sections areot identical, but show stochastic variations. NSNR[AB] = SNR[dB] + 10log < e mp(ﬁg) (6)
Modeling these variations via stochastic current sources in par-
allel to the MOSFET and resistor, we can directly add the varfithere the indeXN refers to normalized values. We propose to
ance of parallel branch-currents, which means that the total varérmalize to the following “1-1-1 conditions:”
anceincreaseswith n. The variance of the node noise-voltages « M3y = 1%
is proportional to the variance of the branch current, butalso in- « BWy = 1 Hz
versely proportional the square of the admittance, leadingto « Py = 1 mW.

timeslower variance. _ _ The choice for 1% IM3 was motivated in Section IlI-A. 1-Hz
Table | gives an overview of the effect of admittance scaling,rmalization bandwidth is common for noise measurements

on S N, and SNR, and power dissipatidh, both in terms of 54 simulation. 1 mW is mainly for practical reasons, as the

squared branch currents and node voltages (squared becqiifer consumption of circuits is typically expressed in mw,

SNR is a power ratio). The conclusion is the same: SNR ifjje signal power is RF circuits is often expressed in decible

proves with withn, while the power consumption increasesgilliwatts, again with 1 mw as reference.

with the same factor (assuming constant supply voltage). Noterps  all “normalization actions” linearly affect the power-

that other stochastic properties scale in a similar way: both thg;, SNR, and are in between the brackets oflthe log term.

variance of the equivalent input flicker noise [4] and thresholghs resuits in a simple conversion to normalized values. E.g. if

volta_lge mismatch [21] scale inversely with area, and hence, Withyansconductor achieves 70-dB SNR ratio in a bandwidth of 10

scaling factom. o o _ MHz, atIM3 = 0.1%, while dissipating 10 mW, the normaliza-
Admittance level scaling is a very useful circuit desigon action corresponds to multiplying b9 x IE7x 0.1 = 1E7,

technique, as SNR is improved while distortion and bandwidthy NSNR = 140 dB.

do not changéHence, we can consider the noise level (and Using (6), we can calculate and compare NSNR based on sim-

other stochastic effects) as orthogonal and first optimize, gysed or measurement data. However, we also would like to es-

design for distortion and bandwidth, without considgring nOiSﬁmate the achievable NSNR directly, in terms of transistor prop-

In a second step, we can then tune SNR to the desired level ¥jges. To this end, let us analyze the SNR of the output current,

admittance scaling, without affecting distortion and bandwidtssming operation at normalized conditions where possible. In
Summarizing, we conclude that admittance level scaling Cg{ls cases = 1/2 - (gm - Vim 1%1M3)2, where the 1/2 is for con-

improve the SNR ratio with a factar, however, at the cost of | orsion from pk- to rms-values, antl= 4kT- gm-NEF-BWy.

an equal facton in power consumption. Normalization forP,;. leads then to

C. Normalized SNR %‘12 ) Vii,l%lM:SPN m Vii,l%mm
In Section 1lI-B, it was concluded that SNR ahytranscon- NSNR = 4kT ¢, NEF - BW 5 Pyis “NTNEF - Pyis

ductor can be improved by admittance level scaling, at the cost

of power dissipation. To make a fair comparison between dithereax is independent of circuit design, given by

ferentV-l kernels with respect to SNR, it is important to take Pu

this degree of design freedom into account. Another issue that an = S B

complicates comparison is the fact that transconductors used for KT - BW N

different applications are designed for different distortion levaihys, it turns out that in order to optimize the NSNR of a

and noise bandwidth. However, if we know how SNR scal§gnsconductor, we should maximize the, and the linear

with power consumption, noise and distortion, we can eliminafigyyt swing (%, 10,n3), While minimizing NEF andP;. It

the differences, and make a fair comparison under “normalized”interesting to note thaj,. times the linear input swing is

the supply current for a transconductor implemented with

4This holds as long as everything scales, which may not be possible at %Iy res'StlorS _an_d transistors. The useful linear input SWIHg
input and output of a system, where admittance levels are often fixed. is in practice limited to half of the supply voltage, assuming

(8)
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Vv I+ iy v bti i and hencdM3 = 0 [see (3)]. A practical MOSFET of course
* l l ® ol has second-order effects, where mobility reduction is usually
+ IRY; + V<V, V'+C the most important effect modeled vi#@ 8t term in Table II.
Vin vos0T Vi V_>0 . As aresuly,, does notincrease linearly witly; . In practice, it
- GT = . . .
v v even drops at highie T, which is not modeled adequately by the
e . #-model. However, we want to derive first-order estimation ex-
a) “s” b) “T” pressions that are simple and grasp the main trends. We use the
#-model for lack of a better simple alternative. We will verify the
A It iy A losst o Vv, results later with simulations using advanced models. For con-
- l . l\’os?Vm sistency with the other operating regions, we decided to include
+ Vo>V, | % 'T/GPO v 6-terms modeling the bulk effect (see Section 1V-B). The noise
Vin{ Vv, : in saturation will be coarsely modeled ¥&'F = ~g, where
Ve Vo R. Vig NEF = «s = 1.5 based on simulation results.
d) “E” e) “S+R” f) “E+R” B. Triode Strong Inversion MOSFET: “T”
Fig. 6. Overview of the basi¥-I kernels “S”, “T", “B”, “E”, "S+R,” and As mentioned in Section Il, the transconductance of
“E+R.” The transconductance is tuned via the battery with arrow. MOSFET in the Triode region (uTn) can also be exploited

[12], but a high-gain (active) cascode circuit is required,
rail-to-rail operation. Furthermore, NEF is 1 for a resistor, anghich is definitely a disadvantage at high frequencies. Its
higher then 1/2 for any transistor we are aware off. We concluttansconductance i8Vps according to the ideal square-law
that for any practical transconductor circuit implemented wittmodel. Theoretically}ps can vary fromVgt down to zero. In
resistors and transistorsy is themaximum achievable NSNR practice, inaccuracies limit the minimum robustly achievable
Expressingayn in dB, this result in approximatel§65 dBat Vpg to around 10 mV. Still, a large transconductance range
room temperature. results. Also, large input voltage swing is possibld/as. can

vary from 0 up toVps + Vi (transition to saturation). Usually,

IV. SYSTEMATIC GENERATION OF3-TERMINAL V-l KERNELs  mobility reduction is the dominant source of nonlinearity, and

. . . . . we use thé&-model despite of the inaccuracy discussed in [10].
As motivated in Section I, simpM—I| kernels are highly pre For noise modeling, we USSEF =~ ~sVer/Vis, modeling

ferred for high-frequency applications. We would like to cover . . .
. . e main trend discussed in [4]. Note NEF becomes equg] to
all possible simple/—I kernels based on a MOSFET and et the boundary of saturatioRgr/ Vs = 1), while it goes to

sistor in a systematic way. It was already concluded that tln‘T'nit for Ve — 0
drain should be the output. This leaves the gate, source, and bu Y bs =™
as input voltage terminals. Moreover, a MOSFET can be used . R
in different operating regions. Thus, the number of possibilities’ Bulk Driven MOSFET. "B

quickly grows, if we take into account more elements and dif- A saturated strong inversion MOSFET can also be used with
ferent operating regions of the transistor. For the compariste back-gate or bulk as input voltage terminal, exploiting

we want to take all relevant cases into account, but also like@ba MOSFET [22], [23]. Especially in new twin-well IC-pro-
limit the number of cases. In the following paragraphs, differefgsses this is becoming a more vital option for both nMOS and
options to implement a 3-terminal transconductor are discusg8dOS devices. For simplicity, and to isolate effects, we will
and a pre-selection is made. We also like to obtain symbolic ds¢ep other device potentials constant. Note that changing only
pressions for the bias current,,, g3, NEF, and NSNR. First, the bulk potential actually modulates the threshold voltage, and
we will briefly discuss the basically differelt—I kernels found thus effectively changes the overdrive voltager with —Vsgé,

in literature. Fig. 6 gives an overview of the resulting kerneheres models the linearized body effect [4]. Thus, bulk driving
and Table Il lists the key symbolic expressions. For briefneggn be modeled in the same way as gate-driving, with an addi-

we indicate each case by a unique letter combination. tional attenuation-¢ [23]. In principle, we can also make the
attenuation in another way, e.g., via a floating gate device. Also,
A. Saturated Strong Inversion MOSFET: “S” we can bias the MOSFET in triode instead of saturation or weak

According to simple theory, a MOSFET operating in stron- version. To limit the number of cases, we will not consider
' dlilfse cases further, but stick to the saturated case which is most

inversion and saturation, has infinite output impedance an Based he insiaht that will itf hi
square-lawip (V) characteristic, wher& represents the common. Based on the insight that will result from this, one can

“overdrive voltage” or “effective” gate-source source voltagee,_as'ly analyze the operation in other cases combining expres-

i.e., the amount of gate-source voltage in excesgofVgt = sions given in Table II.

Vas — V). In this idealized case it can be considered as a true
“S-VCCS,” with S referring to saturation but also square—lavP.'
Its transconductancgV ¢t linearly increases withv ¢, with In weak inversion, the MOSFET has an exponentig@l)

B = W/L x uC,. This holds until the transistor leaves strongharacteristic relating to diffusion currents, similar to a bipolar
inversion Vg < 0) or saturation gt > Vps). According to transistor. Where a bipolar transistor has a current proportional
this simple model, the third-order Taylor coefficigitis zero, to exp(Ver/VEe) with Vg = ¢r = kT'/q, the current of a

Exponential Weak Inversion: “E”
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TABLE I
OVERVIEW OF THE MAIN PROPERTIESRELEVANT FOR THE NSNR CALCULATION, FOR THE V-l KERNELS IN FIG. 6
(Var = Vas — Va, Voo = Var FORVsg = 0)

Taq Em g NEF NSNR
2 ~ 2
- P : 31 Vgix B VGT(”%V‘") ) 2(1&6) 1+0 ev ¥ vs =13 o 160+6V,f @, IM3,
14+8) 1+ +_ +0- 3y,0V,
st 148 (1+0-V, ) are Ys¥ Vaa
1+8 1+38 V,
T Vor Vs — %‘ Vis ﬁvns(l + %EQVDS) BVDSG{?. + %evbs] ~ V—Z s 4V (1 + %VDSj(l + BVGT)OLNIM:’JN
I,=fp—= —_— £ & ~
T 1+0Vg; 20+6v,, ) 21+0Ver ) 3Vr7$8" Vg
El o nene L n S T6V,0, V5,
B = Tnof \£ 6V 2 1+,
B 1. =1 8. 83
B 8| Vor =Varo ~8Vss 8 gm,S Var=Voro-8Vsa 8 g3,S Var=Voro~—tVs = -’% ~ NSNRS
V, 2 ~ 3
S*R Ison = Lslyrpgviroar | = I—«L[BT/_%{%W - Ls_ 1 N 16(1+BV R, Yo IM3,
are T2 Var 2-(1+BVR,) 3BR,V,,
E+R I .=1, Vas=¥o-IpeR. Ipr VEIE+R(VE - 21E+R5Rc) ~1 o S(IE*RRc + VE)JGLNIM3N
I R +Vy 6(VE +]E+RRc) (2L R, = Vi Ve Vy

weak inversion MOSFET depends etp(Vgs/Ve) with Vg = G. Passive MOSFET Transconductors

(1 + 6)dr. We will useVps values above a few hundred mV, - 1he source of a MOSFET can also be used as input, exploiting
where the drain current effectively saturates and is largely ind@s MOSFET in as “passive” way. It has been shown [10] that
pendent of the drain voltage. In principle we can also use IQyssjve use of a strong inversion saturated transistor renders
drain-source voltages. However, this introduces a problem (I ayior very similar to the "active” gate-driven case. This is
output resistance), while it does not seem to offer any advaflscase the key difference is due to the body effect, typically
tages. For the weak inversion regibieF = (1 + ¢)/2 [4]. introducing much less nonlinearity then the mobility reduction
With the ever-reducing supply voltage and higligrof deep  eftect. Thus passive use of a saturated MOSFET rent(@fs
submicrometer processes, the moderate inversion region is §es cteristics very similar to active use, but with the disadvan-
coming increasingly attractive as operating region. For lack piye that the input impedance is low. Hence we skip this case.
space, and to gain insight, our analytical analy5|s_ will only de_al A passive triode resistor can also be used [13], [10]. However,
with the *S” and “E” case as extreme cases, relying on physig§e, if the linearity of the conductance is good, a current con-
for a smooth interpolation between the two in moderate inv&fayor is needed. Thus, the S+R case gives a first order estimate
sion. The model proposed in [24] might be useful to derive oy the achievable NSNR in this case, by substituting a variable
expression for all regions. resistance /g4, in place ofR.. In the section on transconduc-
tance tuning range, we will return to this subject.
E. S-MOSFET With Degeneration Resistor (“S+R")

. . . . . V. NSNR OF 3-TERMINAL V—I KERNELS
If continuous tuning range is not so important, then a fixed
resistor can be used as the basis ¥oil conversion, using a Having generated a set of different 3-termixal kernels, we
MOSFET as nullor approximation. If we bias the MOSFET i§an now compare their performance with respect to linear input
strong inversion and saturation, we can use the “S” model eqg#ting, transconductance tuning range, and NSNR. Before we do
tions, substituting/ar = Vino — Is4r Re. We will chooseR, SO we need to discuss the test conditions and parameter choices
and W/ L such that the resistors dominates thd conversion for the comparison.
and noise, i.e NEF = 1. _ . .
A. Parameter Choice and Biasing Conditions

F. E-MOSFET With Degeneration Resistor “E+R” It is difficult to make a fair comparison betwe_en _pubhshed
transconductors based on the results reported in literature, as

Source degeneration can also be applied for a MOSFHifferent IC technologies are used, different device dimension
biased in weak inversion. The exponentldl”) characteristic and different biasing conditions. Therefore we simulate all
is more nonlinear, but also offers higher transconductandegnsconductor circuits using fixed transistor dimensions and
i.e., more degeneration loop-gain improving linearity. Hendaias ranges, and a nominal set of parameters for a standard
it is interesting to compare it to the S+R case. Furthermoi@,18-micrometer CMOS process. nMOS transistors were used,
in BICMOS processes a bipolar exponential device is as these have 2—3 times less capacitance for the same transcon-
alternative for using a strong inversion MOSFET, and this cadactance, improving the bandwidth. For the same reason we
can be analyzed by substitutiig; = ¢r = £T/q. use minimum length MOSFETSs.
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TABLE I * The B case renders good input swing but less tuning range
BIAS VARIABLE RANGES AND PARAMETERS USED FOR THECALCULATIONS than the S case, because of theVsg term can only be
AND COMPARATIVE TESTS OFSIMPLE V-1 KERNELS INFic. © tuned over 0.1 V. with 0.5 V. source-bulk voltage bias-
S T B E S+R | E+R range. In principle§? times better linear input swing is ex-
Tune: | Vs Vs Vsg Vs Vino Vino pected according to Table Il. However, this calculation as-
min 0.55v | .01V 0V | 25V | 05V | 05V sumes weakly nonlinear operation, and the actual voltage
max LSV [ 07V | 5V | 45V | 15V 1.5V swing is hard-limited here due to the I0Vig1o of 0.2 V
Vo 12V [ =vps | 12V [ 12V | 1.2V 1.2V (note that’s = 0.5 V).
Ve =Vos | 12V | 12V |=Ves | =Vmno | =Vio + As expected, the triode (T) case renders large tuning range
zs gz gz 5-.izv g:,/ [S(*)‘;Rc IE(;‘;R° with large linear input swing. Only at high,, a slight
Rf - - - _SB - Ko | 100KS tradeoff with input swing is seen (entering the saturation
All: W=10pm, L=0.18um, B=0.02A/VZ, V=5V region). _ _
3=0.2, 0=2.5V"' V4=1.8V * The E case has large tuning range due to the exponential
characteristic, but also low linear input swing.
1 C. Non-Linearity Modeling and Distortion Cancellation
_ E+R s Between weak inversion and strong inversion, a peak in linear
= + B input swing occurs. This is because, as can be verified from
g Table 1l, the third-order coefficiengs is positive in weak in-
:\c 01 ‘Au version (E) and negative for the S case, and passes zero in be-
- S+R[ tween. Such a zero also occurs between the saturation and triode
s region, and for the E+R caseWr = Ig.rR. [20]. However,
§ in practice the value of such optima is limited. Evegysifs zero,
E this does not mean that zero IM3 results, as higher order non-
0,01 = , , linearities also contribute to IM3. Moreover, the robustness of
0,001 0,01 0,1 1 10 such optima over process spread and temperature variations is
gm [mS] highly questionable (no data available from foundries). Similar

problems often occur when aiming for distortion cancellation. In
Fig. 7. Linear input swing aiM3 = 1% versusg,, of the basic/—I kernels, general we consider such cancellations only robust if one non-
for fixed W/ L and tuning via bias values as indicated in Table III. linearity effect is cancelled with another originating from the
samephysical cause. However, even if this is the case, models
Fig. 6 shows how th&/—I kernels are biased, with arrows in-may be inadequate. For instance, attempts have been made to ex-

dicating the transconductance tuning variable. Table Il lists tiit the difference in the sign @f in the T and S cas#{model
biasing ranges used for the tuning variables and other key &€ Table I1) [26], [27]. However, it turns out that thenodel
rameters for the 0.18m CMOS process that was used. Th& SImply not accurate enough [10], [26], [28], [30]. Although

input and output dc level are chosen equal, roughly halfiay models_ h_a_lve improved in some respect, the key _issue of the re-
and Vg, for direct voltage compatibility of transconductor in_produmbmty and hence robustness of cancellation techniques

and outputs. This is a practical value for more or less optim@mains- The full benefit of such cancellation techniques can

signal swing in strong inversion circuits. Furthermore, this stiifoPably only be achieved if combined with some form of au-
allows for a reasonable voltage headroom for a pMOS bias cfffmatic distortion tuning. Therefore, during the comparison of
rent source that is usually required betwagg and the output V-l kernels thf_;\t W|I_I follow later in this paper, we do not take
node. As the variance of the noise current is roughly propo?UCh cancellations into account fu_rther. For the same reason a_nd
tional to gm = 2J1ias/ Ve, We want to use a pMOS with asfor !ack of space, we alsq do notdlgcuss o.ther.opt|m|ze.d combi-
high a|Vr| as possible. A& is also the saturation voltage,“at'ons of saturated devices combined with triode devices (e.qg.,

this means that considerable voltage drop must be reservedlfS: [31)-
reducing the noise of the pMOS current source. . .
g P D. NSNR of Simple 3-Terminal Transconductors
B. Input Swing at 1% IM3 and Tuning Range We will now calculate and compare the NSNR of the basic

We will now compare th&—I kernels, using 1% IM3 as a cri- V-lkemels. Using (7) and (4), NSNR can be rewritten as

terion as motivated in Section IIl. Fig. 7 shows the linear input G - V2 4.2 IM3
swing versusy,,,, as simulated with the Philips MM9 model NSNR = ay o 21%IM3 o =" Im JVON
[25]. Simulation with BSIM3v3 models were also done and NEF - Pais 3-NEF - gsVaalaa
show very similar trends, discussed below. The equations in Table Il and the biasing ranges of Table IlI
» The highest input swing is achieved with the resistivelwere used to calculate NSNR and the results are shown in Fig. 8.

degenerated case (S+R and E+R), and the S case. H8iwulation results are shown in Fig. 9.

ever, all curves are very steep, meaning that the availableComparing the two figures, we see that thenodel leaves

gm-tuning range at high swing is very small. a gap between the S and the T cases, and does not predict the

9)
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170 - NSNRg characteristic, shifted to the left due to the lower
L el Mmaxmum (o L transconductance (see Fig. 8). In practice, the B case is
160 E+R | S+R worse, as the maximufigr is reduced by the value of
_ s, Vs (0.5 V in this example).
g A / » The weak inversion (E) case rendé&fSNR =~ 138 dB,
@ 150 as predicted accurately by the model. For increasing gate-
5 U B// / bias, this value gradually goes up in the moderate inver-
Z / sion region to around 145 dB at the threshold voltage. An
140 attractive point is its large tuning range.
E /T » The triode (T) device also has a large tuning range, but un-
130 ' ' . fortunately its NEF goes to infinity for loWwpg, rendering
0,001 0,01 04 1 10 very poor NSNR, even worse than for weak inversion.

mS These results strongly illustrate the importance of NEF and
gm[m$] : .

gm for the NSNR, apart from the linear input range. Many
Fig. 8. NSNR versug,, of the basicV-I kernels, calculated according to transconductor linearization techniques that have been pro-

Table Il for fixedW/ L and tuning via bias ranges indicated in Table IlI. posed more or less neg|ect this issue by using lots of additional
transistors for improving linearity, without considering the
160 noise performance and reductiongp . Note that three times
worse NEF results in roughly 10-dB loss in NSNR, which
E+R S+R S . Lo .
means that ten times more power consumption is required to
= 150 / achieve a given SNR! In many case, it is more effective to
k=) } \}7 use an attenuator followed by a simple transconductor, scaled
nZ: Bk with admittance level scaling to achieve sufficiently low noise.
D 440 This highlights the usefulness of NSNR as a figure of merit for
= ———&— T comparing transconductors.
E
E. NSNR of Practical Transconductors
130 . — ; _ » ) )
0,001 0,01 0.4 1 10 Note that the operating conditions of the bagid kernels is

highly idealized. Thus in practice there are many reasons why
the NSNR of a practical circuit will be lower, for instance:

Fig. 9. Simulated NSNR versus,, of the basicv-I kernels, for fixedW/L * Large transconductance tuning range. As discussed above,
and tuning via bias values as indicated in Table Ill. high NSNR is only available over a small tuning range. If a
large tuning range is needed, e.qg., for adaptive filters, this
often comes at the cost of lower NSNR.

Cascode and biasing circuits. Such circuits are often
needed for instance to improve the output impedance
or implement level shifts. These circuits add noise and
power consumption, while the linear input swing agngl
typically remains equal to the values obtained by\Vhé
kernel devices.

Over-design for robustness. As circuits have to work
over IC-process and temperature variations, it is common

gm [mS]

distortion cancellation points discussed in the previous section.
Still, the model can serve as a coarse indication of trends, which *
is useful for first order design considerations. We will now dis-
cuss the NSNR results, starting with the best.

» The best NSNR results are obtained by the S+R and E+R
kernels, and are around 154 dB. The calculations of Fig. 8
predict somewhat higher values, as they assume weakly |
nonlinear operation, which is not always valid the higher
signal swings. The E+R case achieves roughly the same . : B N .
NSNR as the S+R case, but at much lower. This is practice to create margin by “oversized” admittance level

becaus®&. is 100 times larger for the E+R case, to bias the scaling. o
MOSFET with fixedW/ L in weak inversion. To scale this For these reasons it is not uncommon to loose 30 dB of NSNR,

up to the same,.,, much larger area is needed resulting igspecially when large tuning range is required. Still, NSNR is
much higher input capacitance of tiiel kernel. very useful as a figure of merit comparing various design al-

« The saturated MOSFET (S) achieves NSNR values in itRynatives. Moreover, comparison to the maximum achievable
range of> 145 dB over a 1: 3gm-range. However, the NSNR = ay (165 dB) is very instructive, to see where the de-

tuning range decreases for newer technologies due to mn
bility reduction effects. Good linearity is still expected )
[11]. F. Future Trends: Switched Degenerated MOSFETS

» The bulk driven MOST (“B”) theoretically renders the Having discussed the basic kernels and their combination in
same NSNR as the S case for the same bias point. Th@amposite kernels, we conclude that large tuning range and large
is because its input voltage swing igs? times higher NSNR is not easily obtained simultaneously. In principle, a pas-
(see Table Il), buNEF = 1/6 andg,,, is 6 times smaller. sive triode transistor can be tuned over a reasonably large range
Thus, theNSNR g curve can be considered as a part of thef conductance values (although second-order effect lead to less

“looses its decibles.”



KLUMPERINK AND NAUTA: SYSTEMATIC COMPARISON OF HF CMOS TRANSCONDUCTORS 737

tuning range). However, experiments show that passive triol 4 ! o2 o v v lo2
MOSFETs alone do not bring the level of linearity (and NSNF JYA/2_ \+/A/2_ J A2 Qa2

that resistive degeneration can bring [32], [33]. Also, physic IE Y - ;eﬂ }'_ef_e—l
effects, which used to be second order effects, are now becorr “Nvs 2D -
first-order effects, complicating modeling and circuit design. | -
contrast, resistive degeneration is a very robust technique a) {Vz V,}
lying on resistor linearity and negative feedback. With process
becoming faster and allowing more degeneration loop gain
to higher frequencies, this seems to be the most robust techni
to obtain high NSNR and high linearity in future processes. Th
also helps to improve output impedance and reduce the non
earity of the output conductance, which is of increasing conce
especially in applications with voltage gain. Moreover, it helg
to reducel/f noise, which is dominating thermal noise up tc Lot}
ever higher frequencies (using an simple textbook model, t

b) {Vp .V}

|u02 “01 ¢|02

+V, -
i
Ny

1/f corner frequency trackfr). + ) ::l 1 :jé

+
If we use resistive degeneration, transconductance tuni Ve ( _Vﬁalw M VPC) *V,-

needs to be solved. With the trend to more and more di : B

ital systems with digital control and calibration, switching ) {Ve,V,}

transconductors seem the obvious way to go. If analog cont lo1{ o2 lo1} o2
uous control is needed, a combination of fixed degenerati
resistors and gradually switched (“soft-switched”) triod:
MOSFETs seems the most attractive techniques to achieve h

NSNR [32], [33].

Varz Va2
~" -

VI. CoMPOSITE2-VCCSV-| KERNELS

In Section I, we briefly mentioned that there are several o
tions in combining 3-terminal VCCSs to acquire a 4-termin:
VCCS, with separat&/-terminal andl-terminals. This is one
reason to look at the various options to combine VCCSs. Ft
thermore, combining VCCSs might lead to linearity and oth¢
advantages, and this is another reason to consider VCCS-cor e) {Vs.l,}
nations. If this leads to a new 3-terminal VCCS, we can even use
combination-techniques in a nested way to implement a 4-t€fg. 10. Five different ways of combining two transconductors by forcing
minal VCCS if that is required. a different set of two Kirchhoff relations, indicated in the class name. One

It can be shown that there exist only a limited number of dille—xm'[)Ie of a circuit implementation is also given.
ferent ways to combine two VCCS blocks to create a two-port
network with a well-defined transfer function [9]. Such neteutput current,.; = gmvi, for the 4-terminal transconductor
works have a transfer function defined by the transconductariodrig. 3(e), the output current is defined as
values of the two VCCSs, e.g., the sum or difference of two
gm-Vvalues or a,,,-ratio. Systematic circuit topology generation
via graphs leads to 145 possible two-ports with two VCCSs [8].
The circuit can be classified in 12 classes of circuits [9], based
on the set of two Kirchhoff relations that is forced by the intefz, cases with a differential input, thiéferentialvoltage should
cpnnectlon pattern of the VCCSs, and their connect_lon to the equal tas;,,. Pure differential drive hence means
signal source and load. In case of transconductors, five classes
with useful behavior resulf9], represented in Fig. 10. The name
of each class refers to the two variables that are being forced by v Vi ens £ LU. (11)
Kirchhoff equations (e.g4 Vs, Va} means that a sum-voltage in,— T VINOM == g Tine
and difference-voltage is forced). Many variants on these ¢
cuits exist, but the behavior of the transconductor core is ess
tially the same in a lot of respects.

For the circuits with a differential output, the output curre
will be I = Thias + fout N1 = Ipias — iout. 10 Obtain an

I, -1,
lout = % (10)

g%g will now discuss the five classes of circuits which combine
two VCCSs is essentially different ways. Fig. 10 shows circuit
r{'{nplementations using two 3-terminal VCCSs and one example
of a transistor implementation. Table IV summarizes the most
important functional properties of the five classes of circuits:
the input voltage variable, the tuning variable, the output current

5Due to lack of space, we limit ourselves here to the cases that have pro%ﬂn't'on.andgm' The other cglumns will be discussed in the
to be useful in actual circuits. For other options see [7] and [9] next section, when we deal with NSNR.
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TABLE IV
EFFECT OF THEFIVE CLASSES OFTWO-VCCS GOMBINATION TECHNIQUES ONDISTORTION AND NSNR GOMPARED TO ASINGLE 3-TERMINAL VCCS

Class Vin Tune iout Em g2 g3 Vin,l °%IM3 NEF Pdis NSNR
{VE,VA} VA VE Iol - IOZ +2 x0 +8 x2 x1 x2 x1

2
{Ve,Vs} | Ve | Vs |1, -1, [=8mt8mp [=Cn82p [=LntE3p ~ x1 ~ x1 ~x1  [=x2

~ X2 ~ x0.1 = x2

{Ve,Va} [ Ve |Va |1, -1, |=Ag./2 |=Ag,/2 |=4g,/2 dependson |xZg /Ag  [x1..2 |xl....x0

2 I(V) (bad NEF!)
{Valz} | Va |Is I,-1, |+2 x0 _ L &8~ 2g? d.epends on |xl1 x2 d.epends on

) T g, sign of g3 sign of g3
{Vs,Ia} Vs |Vz [To=lez [+2 +4 +8 x2 x1 x1 x2

A. {Vx,Va} Circuits difference of the transconductance values of the two VCCSs.

Fig. 10(a) shows gV, Va} circuit, in which the sum of With single transistors, it_ has been proposed as a trans_con-
the two VCCS-voltages is forced equallte, while the differ- ductor [36]. If two 4-terminal VCCSs are used as a starting
ence is forced equal tox. A commonly used example is thepomt, a 4-terminal VCCS with extended tuning range can be
balanced driven common source pair. It realizes a 4-termif@Plemented [37].

VCCS with differential input voltagé’a, and an output cur- o

rent as defined by (10). Transconductance tuning is possible {Va, s} Circuits

via Vs, provided that the VCCS has a nonlinear characteristic.Fig. 10(d) shows aVa, Is} circuit, in which the input
For ideally matched VCCSs, arid\ = 0, the circuit has infi- voltage source forces the difference between the VCCS-volt-
nite common mode rejection, from common mode input voltagees to be equal tha, while the current source forces the sum
Vs /2 to the differential output current. However, for nonzerof the VCCS-currents equal th:. It implements a 4-terminal
differential input voltage or in case of mismatch, a differentiafCCS. The transconductance is equal to half the value of the

output will result. transconductance of a single VCCS, and currgntcan be
used to tune it. A well-known circuit implementation is the
B. {Vp, Vx} Circuits differential pair or long-tailed pair, which has been used a

Fig. 10(b) shows aVp, Vx} circuit, in which the input lot in filters [38]. However, any single-ended transconductor

voltage source forces a so-called “primary” VCCS voltage can be used instead of a single MOSFET, e.g., a r_esistively
[9], while the sum of the VCCS-voltages is forced equal tg€9enerated MOS, or a triode transconductor. A very important
V. This class is strongly related to the previous one, but tfidvantage of this circuit is its high common mode rejection,
full input voltage swing is now applied to both VCCSs, angue to the current source that |solat_es the “mt_ernal” node from
it has a single-ended input. Thus it implements a 3-termin@iound. Thus the circuit has two basic mechanisms for common
VCCS from Vi to the difference of two VCCS-currents. TheN0de rejection, namely isolation and balancing.
simplest implementation is a CMOS inverter configuration L
[15]. The transconductance can be tuned/byand is equal to £ 1V /a} Circuits
gmn + gmp, the sum of the transconductances of the N and PFig. 10(e) shows & Vs, A} circuit, in which the input
devices. It is also possible to forgdp, Vs } in a circuit with  voltage forces the sum of the VCCS-voltages equal/ig
two identical VCCSs, e.g., two nMOS-FETs [34]. Howeverand the difference of the VCCS current equallto. Usually
this requires additional circuitry, e.g., a voltage buffer driving, = 0, and we will assume that for simplicity. A well-known
the low ohmic terminal of a 3-terminal VCCS [35], or a thirdmplementation is the complementary MOS pair [39]. Other
VCCS [34]. Without such means, this circuit has an inputimple examples are stacked nMOS transistors [40] and resis-
impedancel /g,, which is useful in low noise amplifiers or tively degenerated MOSFETSs (case E+R and S+R).
mixers requiring impedance matching.

F. Nested Hierarchical Use of Combination Techniques

C. {Ve,Va} Circuits It is worth mentioning that the 2-VCCS combination tech-
Fig. 10(c) shows & Vp,Va} circuit, in which the input niques can be used in a nested way at different hierarchical
voltage source forces again a “primary” VCCS voltage, whilevels. For instance, we can combine a 3-terminal saturated
the difference of the VCCS-voltages is forced equalta If “S-VCCS” with a resistor in § Vs, Ia} configuration (“S+R”
3-terminal VCCSs are used, it implements a new 4-terminedse), while driving two of these structures in a balanced
transconductor. Note, however, that the lowEg-voltage {Vx,Va} configuration. The analysis of the overall circuit
terminal is also a current terminal, i.e., it must be connectedn simply be done by nested analysis at different hierarchical
to ground in practice. The transconductance is equal to tlesels. Note that any 3-terminal VCCS implementation can be
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160 still renders an order of magnitude reduction. As the full input
{Vz.la} ‘ {vP, vz} voltage is directly applied to each VCCS, while the output cur-

2 - rents are subtracted, the first- and third-order Taylor terms are
: both doubled, leaving the linear input swing unchanged in the
e case of complementary matching. NEF also remains equal, and
so does the current consumption, as the VCCSs share one bias
current. Asg,, is doubled, the NSNR is improved by 3 dB
(NSNR curve is shifted up and to the right in Fig. 11).

PN

a

o
I

NSNR [dB]

-
S
o

C. {Vp,Va} Circuits

For this class, the bias point of the two VCCSs is not equal,
with an amount controlled by . As a result the output current
iout IS proportional to the difference of (unequal) Taylor coef-
Fig. 11. Simulated NSNR of the 5 classes of composite 2-V@a%ernels, ficients. The effect on distortion strongly depends onkfi€)
using a S-VCCS as building block (included for reference). characteristic. In general, this will not lead to second-order dis-

tortion cancellation, unless the second-order taylor coefficient

used (including a 4-terminal VCCS + wire), resulting in a hugare equal, despite of the different bias. More importantly, NEF
number of possible circuits. Virtually all transconductors thaif this class is very poor for small values 6, as the overall
we are aware of, can be considered as consisting of a Wasic transconductance becomes smaller and smaller (signal subtrac-
kernel discussed in Section 1V, combined on higher hierarchia@n) while the noise of the two VCCSs is added. This leads to
levels using the techniques discussed in Section VI-A-E. Fagry poor NSNR at low,,,, as can be seen in Fig. 11.
some well-known transconductors, e.g., [34]-[46], examples
of the decomposition are given in [9] and a more extensii® {V,, Is} Circuits
discussion can be found in [7].

0 1 2 3 4 5 6
gm [mS]

As is well known, this class again features second—order dis-
tortion cancellation for matched VCCSs. On the other hand,
VIl EFFECT OFTWO-VCCS (LASS ON DISTORTION AND the third-order Taylor coefficient is a complex function of the

NSNR I(V) characteristic, and depends both on the third- and second-

Consider now the effect that of the five classes of two-VCC&der coefficient of the single VCCS [7], [33]. This is because
combination techniques have on NSNR. Using (7), we needtte second-order term of tHé€V") currents produces a second-
know theg,,, g3, NEF, andPy;, to calculate NSNR. Table IV order spectral voltage component on the “internal” node of the
gives an overview of thehangein properties, taking a single {Va, Is} circuit, which is proportional t@-/g:. The second-
VCCS as reference. Moreover, the effectgarisee (3)], which order term of the VCCS mixes this component with the first
determines the second order distortion, is included. Whenev@rmonic on the gate, resulting in third-order distortion prod-
possible, we assume matched devices for simplicity. To verificts proportional tg3 /g, apart from the normajz-term. The
the validity of the analysis, simulation results are given inet result strongly depends on the VCCS characteristic, and es-
Fig. 11, using an “S-VCCS” as building block and the biapecially on the sign of the third-order term. If the sign is posi-

ranges as defined in Section V. tive, as in weak inversion, a lower third-order distortion results.
o Nonlinearity cancellation is even possiblgify; = 2¢3, for in-
A. {Vx,Va} Circuits stance via deliberately mismatched pairs [5].

This class not only renders zero differential output offset cur- Higher order distortion terms determine the input swing in
rent for matched VCCSs, but cancellation of all even order diflat case. In the strong inversion, which is more relevant for
tortion products. Assuming 1% mismatch, second-order of mdgjgh frequencies, the second-order term unfortunately has a neg-
nitude reduction can typically be achieved. As only half of thative effect on third-order distortion. For newer IC processes the
differential input voltage is applied to each VCCS, two timegecond-order term becomes smaller, which reduces the third-
more input swing is possible for the same distortion, gig di- order linearity disadvantage of a differential pair compared to a
vided by 8 [substitutél /2) Vi, in (3)]. NEF remains unchanged,Sing|e S-VCCS. Simulations in Fig. 11 show that the NSNR is
while Py is obviously doubled. As can be seen in Fig. 11, thd—12 db worse at halved transconductance.
resulting NSNR is the same as for a single VCCS, but at halved

transconductance, thus leading to a shift to the left. E. {Vx, I} Circuits
L Assuming identical devices, the input voltage is divided in
B. {Ve, Vx} Circuits two equal parts. Thus, the input voltage can be two-times larger

Also in this case, the second-order terms of the two VCC&w the same distortion (this holds for both IM2 and IM3), hence
are subtracted and cancel for identical VCCSs. However, implg-is reduced with a factor 4, and with a factor 8 compared to
mented via an nMOS and pMOS, “complementary matchingt’single VCCS. Note that this effect is independent of the VCCS
is required, which is typically approximated by choosing thregdevice characteristic, if the devices would be identical. For dif-
times wider pMOS transistors compared to the nMOS. In praferent devices, e.g., a linear resistor in series with a transistor,
tice process spread will render errors in the order of 10%, whitte formulas are more complicated [7], [33]. The transconduc-
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tance is halved for matched devices, while NEF remains thema, V. Arkesteijn, and R. van der Zee are for their useful com-
same. Thus, according to Table 1V, we expect 3-dB NSNR irments.

provement. Indeed, in Fig. 11 we see a high value for NSNR

at halved transconductance. However, the stacking of devices

leads to hard limits in voltage swing, reducing the benefit at REFERENCES
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